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1. Motivation
• Legal documents are difficult to compre-

hend due to length and use of legalese.
• It is important to understand the

obligations , entitlements , prohibitions ,
and permissions mentioned in a contract.

• Limited availability of annotated
datasets is a bottleneck in using NLP
methods for legalese understanding.

Why LexDeMod?
• Need to condition deontic modal-

ity detection on a given agent.
• A sentence may express multiple

deontic types.
• Need to capture both modal and

non-modal triggers.

2. LexDeMod Curation
• Lease agreements from LEDGAR corpus.
• Extract different aliases used to refer to a con-

tracting party (or agent) using regex.

Taxonomy for deontic type annotation

• For each agent and a sentence collect two
types of annotations via AMT.
– All deontic types expressed for an agent.
– Trigger phrase which expresses each of the se-

lected types.

Annotation interface

3. Qualitative and Quantitative Analysis

• 17.3% of the sentences have multiple trigger
annotations, 48.6% of these sentences express
multiple deontic types.

• 14.9% of prohibitions are expressed using
negation words between the context (e.g., ‘nei-
ther lessor nor lessee may’).

• Overall 383 unique triggers.
• 24.8% of the sentences do not express any de-

ontic type.

• 45.2% of the total unique triggers are non-
modal expressions (e.g., agrees) covering
20.3% of the annotated trigger spans.

4. Proposed Benchmarking Tasks

• Agent-specific multi-label deontic modal-
ity classification.
– identify all the deontic types expressed for a given

agent
• Agent-specific deontic modality and trigger

span detection.
– identify both the deontic type and corresponding

triggers for a given agent

A: Agent, C: Context, T: Trigger

• Transformer-based models can better capture the linguistic diversity of deontic modal expressions.
• Agent conditioning significantly improves the performance.
• Rule-based approach attains high precision but has low recall due to the non-robustness to cap-

turing diverse linguistic expressions.

5. Beyond Lease Agreements
• Collected annotations for employment and

rental agreements to investigate the gener-
alizability of diverse linguistic expressions in
LexDeMod to other agreement types.

• Performance drops due to lease-specific agent
conditioning (e.g., tenant) during training
while commonly occurring agents in employ-
ment agreements are employee, employer, etc.

• Train RoBERTa-L with agent anonymized.
– AR: all occurrences of an agent are replaced

with the same token (e.g., a1 for Tenant)

– ARR: agent is randomly replaced with a to-
ken consistent within a sentence.

6. Conclusion
• Introduce LexDeMod for deontic modality detection in the legal domain which consists of diverse linguistic expressions of deontic modality.
• Propose and benchmark two tasks: agent-specific multi-label deontic modality classification, and agent-specific deontic modality and trigger span

detection using transformer-based models.
• Demonstrate the generalizability of diverse linguistic expressions captured in LexDeMod to employment and rental agreements.


