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Day-to-day use of digital assistants for seeking information

Source: Google Images 2



Problem of hallucination and risk of spreading misinformation

Source: https://flyingbisons.com/blog/hallucinations-of-chatgpt-4-even-the-most-powerful-tool-has-a-weakness 3



Problem of hallucination and risk of spreading misinformation
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Solution: Attributing Answers to their Source

Gao et al., 2023b
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Solution: Attributing Answers to their Source

Trustworthy

Reliable and 
Verifiable

Accountable
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Gao et al., 2023b



Answer Attribution so far …
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Gao et al., 2023bMenick et al., 2022



But …

● Several scenarios when user wants to ask queries grounded in a long 
document (such as, financial, scientific, or medical reports)

● Existing datasets have short and extractive answers (Dasigi et al., 2021)
● Obtaining attribution annotations is cognitively demanding, labor-

intensive, and expensive  
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Task: Post-Hoc Answer Attribution for LDC
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Unattributed 
answer

Answer sentences attributed to 
the sentences in the source 

document



Dataset Challenge: Reformulating Existing Datasets 

10Citation Verifiability (Liu et al., 2023)

Task: Verify the citations in the LLM generated answers

Original Input (Open-ended): Question + LLM generated (Bing 
Chat, NeevaAI, perplexity.ai, and YouChat) in-line cited answers + 
cited webpages

Annotations: Is the answer fully/partially/ not supported by cited 
webpages? + supporting sentences in the cited webpages

Task: Attribute answer sentences to sentences in source document

Reformulated Input (Closed-domain): Document (webpages 
corresponding to fully supported citations) + Question + Answer 
(without citations) 

Reformulated Annotations: sentences in the webpages which fully 
support the answer sentences



Dataset Challenge: Reformulating Existing Datasets 
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Task: Generate an attributed answer given a query and some quotes

Original Input: Question + Quotes 

Annotations: Is the generated answer correctly attributed?

Task: Attribute answer sentences to sentences in source document

Reformulated Input: Document (Quotes) + Question + Answer 
(without citations/attributions) 

Reformulated Annotations: answer sentences which are 
attributable to one or more quotes

Hagrid (Kamalloo et al., 2023)



ADiOSAA: Answer Decomposition and Optimal Selection 
for Answer Attribution
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ChatGPT 
(Min et al., 2023)

DocNLI  (Yin et al., 
2021) + Optimal 

Selection



Optimal Selection: An iterative and greedy algorithm
Input: D = (S1, S2, … , Sn)  A = (a1, a2, … , am)  DocNLI(p,h) = E (probability of p->h)
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Output: L = List of sentences in D that can be attributed to ai (for all i in 1:m) 

(S1, ai)

(S2, ai)

…

(Sn, ai)

DocNLI

E1i= 0.8

E2i= 0.9

Eni= 0.6

…

L =  {S2}

T = 1

L = {S2,S1}

(S2S1, ai)

…

(S2Sn, ai)

DocNLI

E21i= 
0.95

E2ni= 0.7

…

T = 2



Optimal Selection
Input: D = (S1, S2, … , Sn)  A = (a1, a2, … , an)  DocNLI(p,h) = E (probability of p->h)
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Output: L = List of sentences in D that can be attributed to ai
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Evaluation

● Retrieval-based systems
○ BM25, GTR, MonoT5

● ADiOSAA ablations
○ ADiOSAA - D (Decomposer)
○ ADiOSAA - OS (Optimal Selection)
○ ADiOSAA - D - OS

● Metrics
○ Precision@k, Recall@k, F1@k
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Findings
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● MonoT5 outperforms others on all the top-1 measures



Findings
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● MonoT5 outperforms others on top-1 measures
● ADiOSAA attains the highest top-2/4 precision 



Findings
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● MonoT5 outperforms others on top-1 measures
● ADiOSAA attains the highest top-2/4 precision 
● ADiOSAA variants retain high precision with increase in k 

○ Retrieval-based systems are good in correctly identifying one attribution but fail in 
case of more than one attribution



Findings
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● Optimal selection results in a significant improvement (ADiOSAA > 
ADiOSAA - OS and ADiOSAA - D > ADiOSAA - D - OS)



Findings
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● Optimal selection results in a significant improvement (ADiOSAA > 
ADiOSAA - OS and ADiOSAA - D > ADiOSAA - D - OS)

● Decomposition results in improved scores (ADiOSAA > ADiOSAA - D and 
ADiOSAA - OS > ADiOSAA - OS - D)



Takeaway

● Good performance of retrieval-based systems indicate that the existing 
datasets are less abstractive for long-form comprehension 

○ need for more challenging datasets to foster development of trustworthy and 
reliable systems

● Decomposition of answer sentences into information units and optimal 
selection of source sentences results in improved performance
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