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What are Scripts? Why are they important?



Scripts are structured commonsense knowledge in the form of event sequences
that characterize commonplace scenarios, such as, eating at a restaurant
(Schank and Abelson, 1975)
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What are Scripts? Why are they important?



Scripts are structured commonsense knowledge in the form of event sequences
that characterize commonplace scenarios, such as, eating at a restaurant
(Schank and Abelson, 1975)

Scripts are fundamental pieces of commonsense knowledge that humans share 
and assume to be tacitly understood by each other

Script Knowledge, whether implicit or explicit, has been recognized as 
important for language understanding tasks such as causal structure of events 
(Miikkulainen, 1995 and Mueller, 2004)
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Is explicit script knowledge present and accessible through 
pre-trained generative language models?
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Can we induce script knowledge in pre-trained language 
models?
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through LMs using 

probing techniques, in a 
zero-shot setting, via the 

task of generating full 
ESDs from natural 
language prompts
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Script Generation Task
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Probing LMs for Script Knowledge

RQ1: Is explicit script knowledge present and accessible through pre-trained generative language 
models?

• Experiment with large versions of GPT2, BART, and T5
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Probing LMs: Qualitative Outputs

• No useful output was generated from BART and T5 in the probing experiment
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Probing LMs: Qualitative Outputs

• No useful output was generated from BART and T5 in the probing experiment
• Some scenario relevant events were generated by GPT2
• Some events were generated with incorrect ordering
• Output is an anecdote or narration rather than procedural description
• Further conditioning with numeral to guide LM to generate a procedure
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Probing LMs: Qualitative Outputs

• No useful output was generated from BART and T5 in the probing experiment
• Some scenario relevant events were generated by GPT2
• Some events were generated with incorrect ordering
• Generated ESD is an anecdote or narration rather than procedural description
• Further conditioning with numeral to guide LM to generate a procedure
• A procedure is generated with coarse-grained events with many events missing
• To generate fine-grained events, conditioning is done with some events
• Some duplicate or irrelevant events were generated

Scenario: BAKING  A CAKE
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SIF: Script Induction Framework 

RQ2: Can we induce script knowledge in pre-trained language models?
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SIF: Script Induction Framework 

• 2-staged LM-agnostic script 
induction framework

• Stage 1: Fine-tuning pre-
trained LM on ESDs from 
DeScript (Wanzare et al., 
2016) using different prompt 

• Stage 2: Post-processing 
generated ESDs
• Irrelevant events 

removal
• Event de-duplication
• Temporal order 

correction

RQ2: Can we induce script knowledge in pre-trained language models?



27

SIF Evaluation

• We use SIF to induce script knowledge in GPT2, BART, and T5
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SIF Evaluation

• We use SIF to induce script knowledge in GPT2, BART, and T5
• ESDs generated using SIF are evaluated using BLEU (Papineni et al., 2002) metric given multiple 

reference ESDs for held-out scenarios

• SIF significantly outperforms fine-tuning baselines
• Script knowledge is best accessible through GPT2 than other LMs
• Performance across LMs is sensitive to prompt formulation and scenario
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Manual Evaluation and Error Analysis

• We manually evaluate generated ESDs at three levels
• Individual events: % of events relevant (R) to a scenario (652  ESDs)
• Pairwise events: % of consecutive event pairs correctly ordered (O, 582 pairs)
• Overall ESD: degree to which important events are missing on 4-point Likert scale (M, 140 ESDs)
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• We manually evaluate generated ESDs at three levels
• Individual events: % of events relevant (R) to a scenario (652  ESDs)
• Pairwise events: % of consecutive event pairs correctly ordered (O, 582 pairs)
• Overall ESD: degree to which important events are missing on 4-point Likert scale (M, 140 ESDs)

Boldface: Best between FT/SIF ; Underline: Best across all variants
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Manual Evaluation and Error Analysis

• A model can miss significant events, even though it can generate many relevant ones
• We observe repeated paraphrases (4.6% across all prompt variants) of the same event

• e.g., ‘pour some milk in the pot’ and ‘pour the milk into the coffee pot’ in MAKING COFFEE 
scenario

• 23.9% of the irrelevant events (13.5% across all prompt variants) are incoherent
• e.g., ‘take the flat to the bathroom’ for CLEANING A FLAT scenario

• 11.4% mixed events
• e.g., ‘sit in front of coffee shop’ for MAKING COFFEE scenario

• 61.4% unrelated events
• e.g., ‘add shampoo’ for WASHING DISHES scenario

• 3.3% ungrammatical events
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We proposed script 
induction framework 
(SIF) that can generate 
ESDs for held-out and 
novel scenarios drawn 

from a different 
distribution 

We presented an analysis 
of the extent of script 
knowledge accessible 

through LMs using 
probing techniques, in a 
zero-shot setting, via the 

task of generating full 
ESDs from natural 
language prompts

We presented automatic 
and manual evaluation of 

the generated ESDs, 
establishing the viability 
of our framework and 
paving way for future 

research in this direction

Conclusion

GPT2 has incomplete 
understanding of scripts 

(irrelevant, missing, repeated and 
unordered events )

SIF is LM-agnostic and mitigates 
errors observed in probing 

experiments (irrelevant, 
repeated & unordered events) 

SIF outperforms FT-based and 
other baselines as shown via 

improved BLEU scores and manual 
evaluation
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