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Goal: Transfer Style of Text

• Transform style of given text from one form to another
• Formal to informal (vice-versa)

• Modern English to Shakespearean English (vice-versa)

• Exciting to non-exciting (vice-versa)

• Wide variety of applications in content creation
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Reinforced 
Rewards 

Framework

I want to be on TV! I would like to be on television.

Input informal sentence Output formal sentence



Related Work

• Parallel style transfer
• Xu et al. 20121 introduced a parallel corpora and a phrase-based translation 

model to modernize Shakespearean English sentences

• Jhamtani et al. 20172 proposed a copy-enriched sequence to sequence model 
for shakespearizing modern English

• Rao et al. 20183 introduced a parallel corpus of formal and informal sentences
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Related Work

• Non-parallel style transfer
• Shen et al. 20174 assume a shared latent content distribution and propose a method 

that leverages refined alignment of latent representations

• Li et al. 20185 define style in terms of attributes (such as, sentiment) localized to 
parts of the sentence and learn to disentangle style from content in an unsupervised 
setting

• Contributions
• Sentence level loss terms instead of word level

• Existing work do not optimize over content preservation and transfer strength 
metrics but to generate sentences matching reference

• Reinforced rewards framework
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Reinforced Framework

Sequence to 
Sequence

Input 
sentence 
in style s1

Output 
sentence 
in style s2

Ground 
truth in 
style s2

Content Module

Style Classifier

BLEU score based reward

Classifier score based reward
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Content Module: Rewarding Content Preservation

• Leverage Self-Critic Sequence Training1 (SCST) to optimize the 
framework with BLEU score as reward

• BLEU measures the overlap between the ground truth and generated 
sentence

• 𝑦𝑠 is sampled from 𝑝 𝑦𝑡
𝑠 𝑦1:𝑡−1

𝑠 , 𝑥
• 𝑦′ is greedy output

• Note that metric is not required to be differentiable
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Style Classifier: Rewarding Transfer Strength 

• Formal measure for transfer strength required to use SCST 
formulation

• Train a CNN-based classifier1 to predict the likelihood that given 
sentence belongs to target style

• Likelihood taken as proxy to the reward for transfer strength

• 𝑦′ is the greedily generated output and 𝑠(𝑦′) is the likelihood score 
predicted by the classifier for 𝑦′
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Evaluation

• Three tasks
• Reinforcing formality (GYAFC dataset)1

• Beyond formality; reinforcing excitement

• Beyond affective elements (English dataset)2

• Metrics
• Content Preservation: BLEU score between model output and ground truth reference

• Transfer strength: fraction of generated sentences belonging to the target style 
(Accuracy)

• Overall:  
BLEU x Accuracy

BLEU+Accuracy
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Baselines

• CopyNMT1: base model

• Cross-Aligned2: unsupervised cross-alignment model

• Transformer3: train a transformer-based translation model on style 
transfer parallel dataset
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Experiments: Reinforcing Formality

• Evaluate our model on GYAFC1 dataset
• Parallel corpora for formal-informal text

• Ablation study to demonstrate the improvement in performance of the 
model with new loss terms
• CopyNMT: Trained with Lml

• TS: Trained with Lml followed by αLml +γLts
• CP: Trained with Lml followed by αLml +βLcp
• TS+CP: Trained with Lml followed by αLml +β Lcp +γ Lts
• TS→CP: Trained with Lml followed by αLml +γLts and finally with αLml +βLcp
• CP→TS: Trained with Lml followed by αLml +βLcp and finally with αLml +γLts
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Results: Ablation Study
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Results: Ablation Study
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Results: Ablation Study
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Results: Ablation Study
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Results: Formality Dataset
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Experiments: Beyond Formality

• Evaluate on Excitement dataset to demonstrate generalizability

• Curated this dataset using reviews from Yelp1

• Reviews with rating >= 3 considered as exciting sentences

• Asked Amazon Mechanical Turkers to rewrite the exciting sentences 
to make them sound boring or non-exciting

• Asked AMT to rate rewrites and given sentences on a Likert scale of 
1(no excitement) to 5 (very high excitement)
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Results: Beyond Formality
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Experiments: Beyond Affective Elements

• Evaluate our model on modern English and Shakespearean English 
dataset1
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Human Evaluation

• Ask AMT to rate model outputs and reference

• 3 annotators per output

• Content Preservation: Likert scale of 6
6: Completely equivalent, 5: Mostly equivalent, 4: Roughly equivalent, 3: Not 
equivalent but share some details, 2: Not equivalent but on same topic, 

1: Completely dissimilar

• Transfer Strength: Likert scale of 5
5: Very Informal (Very high excitement)

1: Very formal (No excitement at all)
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Results: Human Evaluation
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Takeaway

• Explicit optimization over metrics helps in boosting the performance

• Generalized approach; works for a variety of style transfer tasks

• Trade-off between content preservation and transfer strength

• As a future work, we intend to study transfer of multiple styles 
simultaneously
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THANKS!
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